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Abstract

Recharging through radio frequency (RF) pulses is a promising approach to
enhance the lifetime of wireless sensor networks (WSNs). In this paper, we
propose a polling-based MAC protocol with round robin scheduling under E-
limited service policy. In this model, the WSN coordinator sends a recharging
pulse upon reception of a recharging request from one of the nodes. As both
recharging and data communication use the same RF band, the latter process is
interrupted by the former. A probabilistic model for energy depletion within the
proposed MAC along with queueing delay model is evaluated as well. Later, we
assess the behaviour of time interval between two consecutive recharging events
and packet waiting time under varying network size and traffic load.

Keywords: wireless sensor networks, wireless recharging, MAC layer protocol,
E-limited scheduling

1. Introduction

Extending the time interval in which no maintenance is needed is among the
foremost design goals for wireless sensor networks (WSNs). One of the promis-
ing techniques to extend this time is automated recharging of node batteries [1].
Recharging may be accomplished by harvesting the energy from the environ-
ment, but such techniques are unpredictable and can’t guarantee that sufficient
energy will be available when needed; recharging through RF pulses sent by the
WSN coordinator is a more reliable technique [2, 3]. Recharging and data com-
munications may occur in different RF bands, provided that individual nodes
are equipped with two radios and two antennas. Alternatively, a single RF
band can be used for both recharging and data communications, which lowers
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the cost of wireless sensor nodes [4]. In the latter case, data communications
and recharging must be interleaved and careful design of the medium access
(MAC) protocol is needed to extend the maintenance-free lifetime as much as
possible without compromising data communications performance.

In our earlier work, we have proposed a polling-based MAC protocol with
in-band RF recharging [5] in which individual nodes are serviced using 1-limited
service policy — i.e., each node was allowed to send at most a single data packet
to the coordinator when polled. While this service policy ensures fairness and
leads to best performance at very high loads [6, 7], it is unsuitable for scenarios
where traffic load is not too high and/or different nodes have different mean
packet arrival rates. In particular, the interleaving of data communications and
recharging periods imposed by in-band RF recharging limits the traffic load that
a WSN with RF recharging can handle.

In this paper, we present an improved MAC protocol which uses round
robin scheduling of individual sensor nodes under the control of a dedicated
coordinator powered by an energy supply of sufficient capacity. Recharging
pulse is sent by the coordinator upon explicit request from a node which has
detected that its available energy has dropped below a predefined threshold.
During recharging, data communications are suspended, as both are performed
in the same RF band, but the sensing unit of the node can still collect data
throughout the interval. Nodes are serviced using an E-limited service policy
[8] in which each node is allowed to transmit up to M data packets when polled,
leads to better performance in terms of offered load, vacation time and queueing
delay, compared to 1-limited service policy [9].

We evaluate the performance of this protocol using probabilistic analysis
and a dedicated uplink queueing model which focuses on the battery depleting
process and models the impact of the recharging interval on data communication
performance.

The paper is organized as follows. Section 2 gives an overview of related
work. Section 3 describes basic operation of MAC for E-limited service sys-
tem. Section 4 presents the model for the energy depletion process and derives
the probability distribution of the time interval between consecutive recharging
events of a node. Section 5 models the vacation period of a node and queueing
delay experienced by data packets. Performance of the proposed MAC protocol
is presented and discussed in Section 6. Finally, Section 7 concludes the paper
and highlights some future research directions.

2. Related Work

A generic model for energy replenishable sensor nodes which include battery
replacement or generic recharging was presented in [10]. The work mainly fo-
cuses on generic recharging that happens at a certain replacement rate, rather
than on energy harvesting from the environment or through RF recharging.
More often than not, energy harvesting and data communication occur inde-
pendently but some approaches consider the interplay between them as well
[11]. Energy harvesting draws from a theoretically infinite power source but it
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Figure 1: Packet Transmissions of nodes in a polling cycle.

is unreliable [12] due to its dependence on ambient conditions. This means that
energy expenditure and subsequent use must be planned and carefully optimized
in order to guarantee uninterrupted network operation. A comparative analysis
of different energy harvesting techniques, including practical measurements, has
been outlined in [13].

RF recharging may extend the lifetime of sensor nodes to effectively ren-
der them ’immortal’ [14], but normal data operation can be affected to a large
extent by the actions related to energy transfer as they require a temporary sus-
pension of data communication activities - i.e., a vacation period [2]. Vacation
period has significant impact on the queuing delay as well [15]. To reduce mean
queue length and data loss, a MAC-based sleep-awake policy was proposed in
[16]. However, more work is required to figure out the optimal scheduling of en-
ergy transfers and the adjustment of different parameters accountable for these
interactions.

Several CSMA-based MAC protocols have been proposed to prolong battery
lifetime for WSNs [17] [18]. These protocols mainly focus on energy conservation
by enabling sleeping of one node while others are transmitting data. However,
such MAC protocols can’t guarantee per-node fairness and may result in higher
latency time for some of the nodes. On the other hand, polling-based MAC
protocols improve real time performance and provide fairness among nodes by
implementing different types of scheduling [19].

Evaluation of MAC protocols with provisions for recharging has been done
mostly for energy harvesting using solar batteries or fluorescent lamps which
offer continuous energy replenishment. Several analytical and simulation-based
models have been described for both CSMA- and polling-based MAC protocols
[20][21]. ALOHA-like protocols with continuous energy harvesting have been
proposed as well [22]. These results show that polling-based MAC protocols
outperform CSMA-based ones in terms of network performance.

Routing under the constraints imposed by wireless recharging is another
open issue that has not received adequate attention so far. A survey of recent
work has been presented in [23] while an energy-efficient routing protocol has
been described and analyzed in [24].



3. MAC Protocol

The network consists of NV — 1 sensor nodes and a coordinator. Each of the
nodes has a sensing unit to collect sensing data which is then delivered to the
coordinator. The coordinator sequentially polls each sensor node in a round
robin fashion by sending POLL packets which may or may not contain data,
similar to Bluetooth [25].

Upon receiving a POLL packet, the sensor node sends a DATA or NULL
packet, depending on whether it has data to send or not, in the uplink to the
coordinator. After receiving a DATA packet, the coordinator will send a new
POLL packet to the same sensor node. After receiving a NULL packet, or after
receiving a total of M DATA packets, the coordinator will move on to poll the
next sensor node. This service policy corresponds to E-limited policy [8] which
is non-gated, as the data sensed during the delivery of a DATA packet can be
included, as long as the maximum of M packet is not exceeded.

All sensor nodes are listening to the header part of each POLL packet in
order to find out which node is to respond. We define a polling cycle as the
time interval between two consecutive visits to the same node. Therefore, in a
polling cycle shown in Fig. 1, each node gets the opportunity to send at most
M DATA packets to the coordinator.

We assume that the packet arrival rate follows Poisson distribution with
mean arrival rate A for all nodes. Packets are assumed to have a fixed size of L
bits; the corresponding probability generating function (PGF) will be Gp,(z) =
z¥, and its Laplace-Stieltjes transform will be G (s) = ™%,

Our analysis will follow the theory of M/G/1 queuing systems with vaca-
tions. The number of packets at the uplink queue of a sensor node can be
modelled with set of embedded Markov points that correspond to the moments
when a node vacation is terminated due to the arrival of data, and the moments
when a packet from a node is served in its entirety.

Let ¢; be the joint probability that a Markov point in the uplink transmission
from a sensor node is a vacation termination time and there are i = 0,1,2...
packets in the uplink queue of a node. Variables a; and f; represent the proba-
bility of ¢ packet arrivals during the service time of a single packet and during
each vacation period, respectively, while 7} denotes that the number of packets
in the system after the completion of the m!* packet service, m = 1.. M, is i.
The following equations then hold:

i+1

T = ZQkaFkH (1a)
k=0
i+1

=Y mr ik m=2..M (1b)
k=0

M-1 i
qz‘:<Z77611+q0>fi+z771iwfi—kai:0ala"' (IC)
m=1 k=0



The PGFs for number of packets after each packet service and queue are

Hm(z):mezi m=1..M (2a)

Q) =3 g (2b)
=0

During the service period of one node, the other N — 2 nodes are forced to
undertake a vacation. The PGF and LST of vacation time are denoted with
V(z) and V*(s), respectively, while the number of packets arrival during a single
vacation period is V(A—Az). Then, the PGF of packet arrivals during a vacation
is

VIA=XAz) = Z a; 2" (3)
i=0

Using (1) and (3), we can simplify the PGFs from (2) to

Q(2) — q]B*(A = A2)

Hl (Z) = [

2 (4a)

0, (2) = I, —1(2) — Wg;—lB*(,\ - )\z)’ me2. M (4D)
M-1

Q(2) = | Y m + a0+ T (2) [V (A = Az2) (4c)

The impact of noise and interference is often measured through bit error
rate ERy, or the equivalent packet error rate ¢ = 1 — (1 — ER,)Y (since
the data packet has a fixed size of L bits). Transmission reliability is imple-
mented through Automatic Repeat Request (ARQ) protocol which retransmits
corrupted packets up to m,.; times. Taking retransmissions into account, we
can revise the PGF Q(z) to

Nyet M—i—1
(1-0)) (02) ( > o tao+ HM—i(Z)>
Qo(2) = = m=l VA=) (5)

The PGF Q,(z) must be normalized by dividing it into Q,(1) =1 —II(1).
Overall, the operation of the network can be expressed through the M (N —1)
equations above; by solving these equations, we can derive probability values in
the normalized PGF %U((lz))
The uplink transmission is terminated after sending M packets or when the
queue is empty. The PGF for the duration of uplink service period (including




NULL packets) is
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In the downlink, the coordinator sends only POLL packets, to each of which
the sensor responds by a single uplink DATA or NULL packet. Let .S denote the
service time for a downlink and uplink transmission. The corresponding PGF
may be written as

o] M —i
1
S(z) =0 B [z + Z Gi(2Gp ()M + 2(2Gp(2))M Z qi
P G
£ X0 Y = G i 1G4
=1 =1
Probability of sending a NULL packet in the uplink is
sg = 5"(0) (9)

while the PGF for the service time spent transmitting DATA packets is

S(z) = §"(2) — st (10)

4. Recharging model

We assume that all nodes are initially charged to the maximum battery
capacity of E,,q; which can’t be exceeded. Energy is used to sense, process,
send and resend data, including NULL packets, but also to listen to POLL
packets sent to the node in question as well as to all other nodes. Table 1
represents units for energy expenditures for various events considered in the
model.

When the energy level of a node drops below a predefined threshold Ejy, the
node sends a recharge request by piggybacking the appropriate message onto
a DATA or NULL packet it sends to the coordinator. Upon receiving such a
request, the coordinator sends a special POLL packet informing all the nodes
about a pending recharge RF pulse. This packet also contains the informa-
tion about the power of the recharging pulse and its duration, P, and T¢
respectively.
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Table 1: Elementary energy consumption units.

Energy expenditure label
Data sensing FEys
Listening to the POLL packet Epotl
Listening to the header of POLL packet E,,
Data packet transmission Eg
Null packet transmission Eo:

energy
A

Emax (Source CapaCIty) B T T I

recharge pulse
* Terg

Nimi
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Figure 2: Details of energy consumption rate and its variation [5].

While recharging is initiated by the node with the energy below the thresh-
old, all nodes will benefit from it and replenish their energy sources. As different
nodes are located at different distance from the coordinator, the amount of en-
ergy they will receive from the recharge pulse will be proportional to the path
loss LP; between the coordiznator and the node i as per Friis’ transmission equa-
tion, LP] = nG} Gy (4’;—1;) P.,4, where 7 is the coeflicient of efficiency for RF
power conversion, G and G; are antenna gains for the receiver (sensor node)
and the transmitter (coordinator), respectively, A, is the wavelength of the RF
signal, and r; is the distance between the receiver and transmitter [26]. The
energy level of node i is, then, changed to min(Eyqz, Faeita + PergTerg LP;.

At the end of recharging operation, normal data communication resumes,
with the coordinator polling the next node in the round robin sequence. Al-
though, a particular node ¢ sends energy request when its energy falls bellow
FEs but all the nodes are recharged simultaneously while the coordinator sends
charging pulse. Due to the different path loss values, the nodes will possess
different energy levels after the recharging operation.



Table 2: Energy consumption units at polling cycle level .

Energy expenditure in a cycle label

with no data packet Eou = Epoll + (m — 2)Epa + ELuu
with first transmission attempt Ey = Egs + Epoy + (m — 2)Epa/@(z) + Eg
with packet re-transmission Eret = Epoy + (m — 2)Epa/@(z) + By

It is worth noting that the initial recharging request can be triggered by
any sensor node as all nodes experience data traffic with the same probability
distribution. However, after a few cycles, energy requests will always be issued
by the node at the largest distance from the coordinator, as its energy will be
replenished the least due to path loss [5].

The energy expenditure of a node during a time period between successive
recharge pulses will fluctuate due to randomness of traffic arrivals and data
packet retransmissions. As the result, the time intervals between two recharging
points is a random variable. Fig. 2 shows two possible energy consumption
processes of a node starting from maximum energy level F,, .

To analyze the impact of recharging on data performance, let us find the
total number of polling cycles along with energy expenditure for the farthest
node starting from a recharge point until its energy level falls below Es. To
this end, we need the joint probability distribution of consumed energy for E-
limited system along with the required time. Table 1 shows the total energy
needed to transmit a DATA packet (which includes sensing, listening to a POLL
packet, and actual transmission); a NULL packet (in which case sensing is not
needed, and the actual transmission is presumably shorter than for a full DATA
packet); and to retransmit a previously corrupted DATA packet (which also
does not require new data sensing).

Let us now calculate the PGF for energy consumption along with the re-
quired number of time units for successful transmission of packets by a node
in a polling cycle. Let v and w denote the energy units for transmitting or
retransmitting a da‘Ea packet, respectively, and let ¢t denote the time unit. By

replacing z = (v=i26"*" - w - t%) in (10), we obtain the PGF for the combined
energy expenditure and time as
Edata(wa v, t) = SJ(U Z;ZS’: T w- tL) (11)

Let @ denote the energy unit for transmitting a NULL packet. Note that, under
E-limited service policy, only one NULL packet is sent in a polling cycle. Then,
the complete PGF for sending DATA and NULL packets can be expressed as

Eall(wvva (b’ t) = Edata(w7v7t) + (1 - SS)QSt (12)

where s§ = 1 — pior is the probability that the node buffer is empty, and piot
denotes the total offered load (effective utilization) of a node.



Let us consider that the farthest node Y has the energy consumption budget
of Ay after it is recharged. By inspecting dynamics of DATA and NULL packet
transmission, we conclude that Ay amount of energy consumption is finished
between nin = Ay /(Nret + 1) Erer + Egs) and nppee = Ay /(Enwi) packet
transmissions. The minimum number of packet transmissions corresponds to
the scenario where a node has packets all the time and each packet needs n,.¢;
attempts to be sent successfully, while the maximum number corresponds to the
scenario in which the node queue is always empty and only NULL packets are
sent. The probability of sending packets between these two boundaries has non
zero values.

Now, we need model the joint probability distribution of energy consump-
tion along with time duration in order to send all the combinations of DATA
and NULL packets between two charging points. The PGF EEp(w,v, ¢,t) con-
sidering all possibilities can be written as

Nmax

Eall (’UJ, v, (ba t)j

EEp(w,v,¢,t) = J::;mi" e —— (13)

As our model requires to determine total energy expenditure, we require
to combine all the energy consumption units. According to Tables 1 and 2 we
define translation ratios between re-transmission and NULL packet transmission
energies with sensing energy as

nl = Enull/Eds (14)
T = Eret/Eqs (15)

Further we need to use these ratios to map w = v"? and ¢ = v"7 in (13).
However since variable v already appears with high powers, it is possible to
collect the coefficients, round the powers and combine them in joint energy
consumption variable u (which is equivalent to v by dimension but we have
considered different variable name for clarity). The algorithm 1 shows merging
the variables w, ¢, v into variable v (which has same unit as v).

After combining all energy units, the new PGF EE,,(u,t) has only one energy
unit u with an integer multiple of F4, in its exponent. Minimum and maximum
exponent value of variable u in EFE,(u,t) are expressed as minez, and mazezp,
respectively. As explained earlier, recharge is initiated by the furthest node Y
from the coordinator. Node Y gains Ay of energy during recharge, and when
its energy level reaches Es due to energy consumption new recharging request is
sent. We will express the energy budget in multiples of sensing energy quantum,
Ngs = g—d‘:, so as to have it match the matches unit of variable « in the PGF
EE,(u,t).

Let ueef(i) be the coefficient of u* in EE, (u,t). In that case, ucef(i) will be
a polynomial function in ¢. Then, the polynomial conditioned to the event that



Algorithm 1: PGF for combined energy unit and time unit.

Data: EE,;(w,v,,t), conversion ratios nT and rT

Result: PGF for energy consumption representing in F;s quanta along
with number of polling cycles between two consecutive charging
points.

1 Find minimal min,, and maximal mazx,, exponent of variable w in
EEall (wa v, ¢7 t) ;

2 for i<+ min, to maz, do
3 Derive coefficient we,¢[iJof w* (polynomial on v, ¢ and t) ;
Find minimal ming and maximal maz, exponent of variable ¢ in
Weoyil;
for k< ming to mazxy do
Calculate coefficient ¢w(i, k] of ¢ in weor[i] (polynomial on v and
t)
7 Find minimal min, and maximal mazx, exponent of variable v in
pwli, k;
for j + min, to mazx, do
Find coefficient véwl[i, k, j] of v* in ¢w[i,k] (polynomial on t);
10 calculate combined integer energy consumption coefficient a
expli,k,jl = [i-rT + k- 2T + j];
11 form new element of new polynomial as véwl[i, k, j]uc=Pli-F ]
12 | Sum third level summini [i,k] < Z?}Zﬁn% vowli, k, jjlucsPliF-il,
13| Sum second level sumgpmanli] < Zzsz,’n% SUMmini[i, KK] ;
14 form new PGF as FFE,(u,t) + Z:?i:;"mw SUMsmau[ii] ;

energy consumption is exceeded can be derived as

MaTexp

To(t)= Y teer(i) (16)

1=Ngs

Since ¢ represents the time for polling cycles, polynomial T,.(¢) is the con-
ditional PGF for polling cycle numbers for which energy budget of a node is
exceeded. T.(t) has to be unconditioned in order to become a complete proba-
bility distribution for the number of polling cycles.

_5L(@®)
® =70

The mean number of polling cycles between two consecutive recharging appeals
is, then, T = T'(1).

A node i will be in outage if it needs more energy than the available A;.
The probability of this event is poy: = %, which will be referred to as outage
probability or even recharging probability p,.. = p,, since the node requests a
recharge before the onset of an outage.

(17)

10



5. Vacation model

A node is forced to undertake vacation (during which it can’t perform data
transmit/receive operation) when other nodes are transmitting packets or when
it receives recharging pulse from the coordinator. Let us now find the probability
distribution of this vacation period. We assume that time is expressed in basic
slots, with POLL and NULL packets consuming one slot each while a DATA
packet consumes L time slots. S(z) presents the node service time: the time for
sending packets in the uplink and receiving POLL messages in the downlink.

The node receives uplink packet with A\ arrival rate. Without the impact
of vacation, a node’s offered load will be p = X\ - S. However, a node may be
required to undergo a vacation. Let V(z) be the PGF of the vacation period
and V be the average vacation time. During the vacation period, the node is
not allowed to send data but it continues to receive traffic at the rate of A which
increases the load to

Ptot = P+ )\V (18)
The total vacation period can be split into two components:

1. Cyclical vacation consists of service times of other N — 2 nodes and its
PGF is

Veye(2) = (S(2))™ (19)
2. Recharging vacation is the duration of the recharge pulse, and its PGF is
Viee(#) = Poutz"? + (1 = Pout) (20)

PGF for the total vacation time is
V(2) = Viee(2) Veye(2) (21)

and its mean and standard deviation can be found as

V=v'(Q) (22)
Vitaeo = v/ (V"'(1) = (V/(1))* + V'(1)) (23)

Note that total offered load depends on the mean vacation period, while the
cyclical vacation depends on total offered load. Therefore, (18) and (22) need
to be solved together as a system.

5.1. Queuing model

The PGF (5) contains ITy/(z) and 7, 1 < k < M —1, values, and we need to
decompose this compound PGF (i.e., a PGF that has other PGF's as elements)
into simpler, separate PGFs. Note that under E-limited service, after serving
a packet a node with a non-empty queue may or may not undergo a vacation,
depending on how many packets have been served. Therefore, the beginning of
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a vacation period is a function of the number of packets served by the node. We
can model the E-limited system as a M/G/1 system with Bernoulli scheduling,
where service continues with the probability of p; = 1 — p, (where p, is the
vacation probability). In this case, ¢; can be re-written as

g = (g0 +m0)fi +po Y_mrfick i=1,2,-- (24a)
k=1
i+1 i+1
M= Qri ki1 Ps D ThGi ki1 G =0,1,-- (24b)
k=1 k=1
> (g +pi) =1 (24c)
i=0

while the PGF's for the queue and the number of packets remaining after service
can be written as

Q=) = g0+ pemo + BTV « (A= A2) (250)
11(:) = [Q(=) + pelI(2) — (g0 + prmo)] 2 (25)
Qz) +1(z) =1 (25¢)

From (25a), (25b), we obtain separate PGFs as
(g0 +psm0)[(z = Su(A = A2)[V*(A — Az)

_ (a0 +pm)[(V* (A= A2) = 1]Su (A = A2)
) = s+ oV (= A5uh— M) o
_ L= prot = pAV
qo + psTo = 1= prog — I\ (260)

At this time, p, value can easily be calculated as other terms in (26¢) are known.
In particular, the number of the packets in the queue is

Qo(2) = [(1—0) + () (27)
%‘7((12)) and ggg are normalized PGF functions.

Let us now find the probability distributions of packet delay from the prob-
ability distribution of the number of packets left after a packet has been served.
If T*(s) is the LST of the time during which a packet is in the system, the
number of packet arrivals during that time is

11(z)
(1)

=T (A= \2) (28)

Packet waiting time, the LST of which is denoted with W*(s), includes waiting
for all previous packets, as well as for previous unsuccessful transmissions of

12



that same packet; its probability distribution can be written as

11(2)
(1)

= W (A — A2)Su(A — A2) (29)

Finally, we can substitute s = A — Az or equivalently z = 1 — 3 to calculate the
value of W*(s). The probability distribution of packet delay becomes

5(1 —2\S9) 1-V*(s) as
W*(s) = . e 30
O =i Smeer W eave %
Mean value of the queuing delay is obtained as
— AI2+TYH I Vo Q)
W = . —+ =-V+ 31
1—2\L 1-2XL 2V AQ(1) oy

6. Performance results

We have assumed that individual sensor nodes are randomly located within
a circle of 10 metre radius, with the coordinator in its centre. Network size IV
is varied between 3 to 9 nodes including the coordinator. We have assumed
free space loss (i.e., path loss coefficient was set to 2). The bit error rate was
fixed at ER;, = 107°. For E-limited service policy, a sensor node was allowed
to transmit up to M = 2 packets, while the number of retransmissions for a
corrupted packet was n,..; = 3.

The mean packet arrival rate per node A was varied between 0.008 and
0.022 in 0.002 step increments. In the downlink, the network has only POLL
packets. Packet transmission time is constant and equal to one time slot while
the duration of the charging pulse duration was 1000 slots. Using these values,
we have solved the system of equations described above using Maple 16 from
Maplesoft, Inc. [27].

Fig. 3(a) presents total offered load, as defined by (18). As can be seen, the
offered load increases with both network size N and traffic arrival rate X\. The
later relationship is self-explanatory, as higher packet arrival rate will obviously
lead to higher load. On the other hand, more nodes in the network mean that
a given node is given less time and, consequently, less chance to send data.
Moreover, it undergoes longer vacation period due to longer cyclical vacation
component, as per (19). At the same time, new packets keep coming during the
vacation period. As the result, the effective offered load per node increases.

Mean recharging period is shown in Fig. 3(b). At first, it may look counter-
intuitive to have the mean recharging period decrease with the number of nodes
as each node actually receives a smaller fraction of active time. Note that a
larger network translates into a longer vacation time for an individual sensor
node. Larger network size also leads to faster depletion of energy since all the
nodes have to listen to all POLL messages, both their own and other nodes’
ones. On account of this, mean recharging period is inversely proportional to
network size.

13
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Figure 3: Descriptors of load and re-charging.
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At the same time, recharging period decreases at higher traffic intensity as
more energy is required to send a DATA packet compared to a NULL packet.
The recharging probability shown in Fig. 3(c) is the inverse of recharging period,
and its behaviour is exactly opposite to that of the recharging period.

Descriptors of vacation time are shown in Fig. 4. Mean vacation time in-
creases gradually with increasing traffic intensity, since a node consumes energy
at a faster rate. On account of higher energy consumption, recharging probabil-
ity also increases — i.e., more frequent recharging vacation V... occurs. On the
other hand, larger network size N lead to longer cyclical vacation V., which is
an exponential function of the network size. In turn, longer V., increases the
total vacation time.

Standard deviation of mean vacation time exhibits similar behavior but at a
somewhat reduced rate, on account of the fact that higher arrival rates decrease
the number of NULL packets. Standard deviation also increases more rapidly
with the number of nodes as this injects more variability in the transmission pro-
cess. For this reason, the coefficient of variation of the vacation time, Vitge, /V,
decreases with higher packet arrival rate but grows with increasing network size.
It is worth noting that the coefficient of variation of the vacation time is above
one, i.e., vacation time exhibits hyper-exponential behavior.

Ensembles of probability distribution of polling cycle periods between two
successive recharging pulses are shown in Fig. 5(a) for the network of size N = 4.
Both the boundary limits (lower’ and "upper’) of distribution space have smaller
values at higher traffic intensity. Namely, higher traffic arrival rate increases
packet retransmission probability, and packet retransmission requires less power
consumption. As a result 'lower boundary’ starts from smaller value range and
‘upper boundary’ ends up with a smaller value, compared to the analogous curve
obtained at a lower traffic arrival rate.

Fig. 5(b) is shifted to the left (i.e., towards lower values) for larger network
size, compared to the diagrams in Fig. 5(a). Namely, when the network size
increases, nodes consume more power as they need to listen to a larger number
of POLL packets targeting other nodes in the network.

Finally, Fig. 6 shows the mean packet waiting time. Initially, this waiting
time increases slowly with the packet arrival rate A\ and network size N. How-
ever, at larger values of N and/or A, a steeper increment in mean packet waiting
time is observed due to the simultaneous impact of high traffic intensity and
large vacation period. Note that this waiting period includes the recharging
vacation, i.e., the component of vacation time due to the recharging pulse.

7. Conclusion

In this paper, we have proposed and evaluated a simple MAC protocol for
wireless sensor networks with in-band RF recharging of node energy sources.
The protocol is based on polling, and uses a non-gated E-limited service policy.
We have constructed a probabilistic model of the communications and recharg-
ing processes which allowed us to calculate mean time between recharges, as
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well as a queuing model for nodes in the network that allowed us to calculate
the parameters of the packet waiting time. Our analysis shows that the per-
formance of the proposed MAC protocol is mostly affected by the interruptions
in data communications caused by RF recharging. Therefore, the parameters
of the recharging pulses have to be carefully chosen in order to maintain the
performance of the network within acceptable limits.

Our future work will focus on fine tuning of network parameters to optimize
performance, in particular the choice of network parameters like recharging du-
rations and power intensity values to find the values that lead to lowest packet
waiting times and minimal per bit power consumption in transferring data. We
will also investigate the possibility of reducing the number of POLL packets in
order to reduce the power consumption of the network, as well as the modi-
fications to the MAC protocol that will improve the network lifetime through
individual and/or joint scheduling of node transmissions. This approach ap-
pears promising in particular if packet arrival rates at individual nodes differ
from one node to another.
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